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Gathering faculty teaching evaluations by
in-class and online surveys: their effects
on response rates and evaluations
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Kenneth S. Chapman
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This study compares student evaluations of faculty teaching that were completed in-class with
those collected online. The two methods of evaluation were compared on response rates and on
evaluation scores. In addition, this study investigates whether treatments or incentives can affect
the response to online evaluations. It was found that the response rate to the online survey was
generally lower than that to the in-class survey. When a grade incentive was used to encourage
response to the online survey, a response rate was achieved that was comparable with that to the
in-class survey. Additionally, the study found that online evaluations do not produce signi�cantly
different mean evaluation scores than traditional in-class evaluations, even when different incen-
tives are offered to students who are asked to complete online evaluations.

Introduction

In the spring semester 2000, the authors conducted a study to compare student
evaluations gathered via the traditional method, i.e. in-class, with those collected
online. Our purpose was three-fold: (i) to determine if the method of evaluation
affects the response rate; (ii) to determine if the method of evaluation affects an
instructor’s teaching evaluation scores; (iii) to determine if online treatments affect
evaluation response rates and teaching evaluation scores.

Problems with the traditional method of faculty evaluation

Virtually every university in the USA regularly conducts student evaluations of
faculty teaching performance, the majority of which are conducted in a classroom
setting with paper surveys. The results of these evaluations are often used to make
promotion, tenure and merit pay decisions and, consequently, generate controversy
among faculty. While most previous research has focused on the psychometric
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properties of the reliability and validity of the questions or appropriate usage of the
results (Centra, 1993), some studies have concluded that there are major concerns
over how the evaluation data is collected (Franklin & Theall, 1989). Complaints
include instructors manipulating ratings through their comments or actions when
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Only a few studies have investigated whether online evaluation produces biased
results. Both Ha et al. (1998) and Layne et al. (1999) used experimental designs that
randomly manipulated the method used by students to complete the same faculty
survey. Both studies concluded that the method of evaluation (online versus tra-
ditional) had no signi�cant effect on the faculty ratings. In another study, Dom-
meyer (2002b) compared respondents and non-respondents to an online faculty
evaluation and found no evidence of a non-response bias on the following variables:
gender, expected grade in the class and rating of the professor’s teaching perform-
ance.

Currently, the principal problem with online evaluations is a potentially low
response rate. Response rates to online faculty evaluations have ranged anywhere
from 23 (Ha et al., 1998) to 92% (Ku, 2002/2003), with the higher response rates
associated with surveys that used one or more reminder messages (Ha & Marsh,
1998; Ha et al., 1998, Ku, 2002/2003). When Layne et al. (1999) investigated how
the method of evaluation (in-class versus online) affected the response rate to a
faculty evaluation, they found that the in-class survey produced a higher response
rate than the online method (60.6 versus 47.8%).

To prevent low response rates to online evaluations, faculty may need to utilize
techniques that will motivate students to participate in an online evaluation. Besides
comparing the results of online and in-class faculty evaluations, this paper reports on
the effectiveness of three techniques designed to increase the response rate to an
online evaluation.

Experimental design

The study was conducted using undergraduate business majors at California State
University, Northridge. A total of 16 instructors participated in the study. Although
the sample of instructors represents a convenience sample, the courses represent a
cross-section of lower and upper division core courses that are required for business
majors.

Table 1 summarizes the distribution of instructors across the seven departments.
Each instructor taught two sections of the same course. One section was evaluated
online and the other section was evaluated in-class using the traditional Scantron
form.

Each instructor was evaluated online and in-class with the form approved by the
instructor’s department. Although the questions on the evaluation forms varied by
department, all instructors in a given department, regardless of the course taught,
used the same form for both the online and in-class evaluations.

The treatments and the randomized incomplete block design

Each of the instructors in this study was assigned to have one of his/her sections
evaluated in-class and the other evaluated online. In the online evaluation, each
instructor was assigned either to a control group or to one of the following online
treatments:
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Other design considerations

A potential source of nuisance variation is differences between the characteristics of
students in different sections of the same course. To minimize the potential for this
source of variation, the 16 instructors who were selected for this study were ones, for
the most part, who taught ‘back-to-back’ sections of the same course. In a ‘back-to-
back’ teaching format it is unlikely that students in the �rst section of an instructor’s
course are markedly different from students in the second section of the same
course.

Nuisance variation can also occur due to the order in which a section is taught,
i.e. instructors, because of learning effects, might consistently perform better in the
second section of a ‘back-to-back’ assignment and, consequently, might receive
better evaluations in that section. To minimize the ‘section order’ effect, experimen-
tal conditions were randomly assigned to the various sections within the incomplete
block design.

Research questions

One variable of interest is the evaluation response rate. For any given section of a
course, the response rate is de�ned as the ratio of the number of students who
completed an evaluation to the number of students who received a grade. When
analyzing the response rates, we plan to address the following questions.

(1) What is the overall response rate when conducting evaluations in the traditional,
in-class manner?

(2) What is the overall online response rate?
(3) Do the online treatments affect the online response rates?
(4) Are there signi�cant differences between the online and corresponding in-class

response rates?

Additionally, the mean scores of each evaluation form item are of interest. In
particular, we attempt to answer the following questions.

(1) Does the method of evaluation (in-class versus online) affect an instructor’s
mean teaching evaluation scores?

(2) Does the treatment given to students to complete their online evaluations affect
the mean evaluation scores?

The response rates

Table 2 indicates each instructor’s online treatment, online response rate, in-class
response rate and class size. Since class size is de�ned as the number of students
who received a grade in the course, it represents the maximum number of students
in a class who could participate in a faculty evaluation. The ‘Difference’ column is
the difference between the online and in-class response rates. To determine the
statistical signi�cance of the difference between the online and in-class response
rates, a test of the difference between two proportions was applied to the in-class and
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Table 2. Response rates by method of evaluation and online treatment

Online In-class

Class Signi�canceClass ResponseResponse
Treatment size rateInstructor size levelrate Difference

A Grade 0.04336 NS0.889 26 0.846
B Grade NS40 � 0.0170.825 38 0.842
C Grade 31 � 0.0700.839 NS33 0.909
D Grade 28 0.929 26 0.885 0.044 NS
E Demo NS36 � 0.1470.556 37 0.703
F Demo � 0.38524 � 0.010.500 26 0.885
G Feedback 20 0.550 27 0.815 � 0.265 � 0.05
H Feedback � 0.00121 � 0.4470.476 26 0.923
I � 0.264None � 0.0535 0.486 32 0.750
J None 40 0.450 42 0.619 � 0.169 NS
K None � 0.0541 � 0.2500.317 37 0.568
L None � 0.511145 � 0.0010.345 146 0.856
M None 35 0.200 37 0.838 � 0.638 � 0.001
N None � 0.00128 � 0.5440.250 34 0.794

� 0.531O � 0.001None 39 0.179 38 0.711
P None 92 0.120 71 0.338 � 0.218 � 0.001
Total 691 � 0.3160.434 � 0.001676 0.750

NS, not signi�cant.

online response rates of the two sections taught by each instructor. The signi�cance
levels of the test are given in the last column.

The method effect
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Table 3. Response rates by online treatment

Class sizeOnline treatment Response rate

Grade 0.867135
0.533Demo 60

41Feedback 0.512
0.286None 455

691Grand total 0.434

in-class method. Mixed results were obtained when the ‘demo’ treatment was
applied to the online method: in one case it obtained a response rate lower than the
in-class method, while in another case there was no difference in response rates.
Only in the case of the ‘grade’ incentive was the online method able to achieve
response rates comparable with those of the in-class method.

In the four sections that gave grade incentives, the overall online response rate was
86.67%. How does this response rate compare with the overall response rate in the
corresponding sections where the same instructors were evaluated in-class? It is
virtually identical at 86.99%. Thus, if one wishes to achieve online response rates
that are similar to in-class response rates, a very mild grade incentive should be
offered.

The online treatment effect

The overall response rate for each of the online treatments is displayed in Table 3.
One-way ANOVA reveals that there are signi�cant differences in response rates
among the online treatments (F3,687 � 1250, P� 0.0001).

To determine which treatment groups had response rates that were signi�cantly
different from each other, Bonferroni multiple comparison tests were conducted (see
Table 4). The response rate for the ‘grade’ incentive is signi�cantly higher than the
response rate for the other two treatments and the control group. The response rate
for the ‘demo’ treatment is signi�cantly higher than the response rate for the control
group, but it is not signi�cantly different from the response rate for the ‘early grade
feedback’ incentive. Finally, the response rate for the control group is signi�cantly

Table 4. Bonferroni tests on response rates by online treatment

Comparison Signi�canceClass Response ClassOnline Response
sizetreatment treatmentrate size levelrate Difference

Grade 135 0.867 Demo � 0.00160 0.533 0.334
Feedback 41 0.512 0.355 � 0.001135 0.867

135 0.867 None � 0.001455 0.286 0.581
Demo NS0.0210.51241Feedback0.53360

60 0.533 None 0.286455 � 0.0010.247
410.286 � 0.01455None � 0.2260.512Feedback
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lower than the response rate for the ‘early grade feedback’ incentive. It is clear from
these results that if one wants to achieve the highest response rate with the online
method, one should use a grade incentive.

Mean item scores

Since there are multiple questions on each instructor’s evaluation form, there is
more than one response variable for each instructor. Consequently, to test the
hypothesis that the method of evaluation (in-class versus online) has no effect on the
mean evaluation scores, a one-way multivariate analysis of variance (MANOVA)
was conducted on each instructor separately.

No signi�cant multivariate F values were obtained for the eight instructors who
applied an online treatment, indicating that there were no signi�cant differences
between their online and in-class evaluations. Among the eight instructors who were
evaluated online without a treatment, only one showed any signi�cant difference
between the online and in-class evaluations. This latter result could easily be a
statistical anomaly due to chance. Therefore, the null hypothesis that the mean
online and mean in-class evaluation scores are equal is not rejected. This �nding
suggests that online evaluations of teaching performance do not produce
signi�cantly different mean scores than traditional, in-class evaluations, even when
different online treatments are used.

Discussion and conclusions

The online method of collecting teaching evaluations offers numerous advantages
over the in-class method of evaluation: it is cheaper to administer, requires less class
time, permits the processing of data quickly, is less vulnerable to professorial
in�uence, allows students as much time as they wish to evaluate faculty and allows
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system can be programmed to generate a ‘proof of completion’ certi�cate for the
evaluator.

Gathering evaluations of faculty through a web site survey is a relatively new
technique and many aspects of this survey method still need to be researched and
�ne tuned. For example, when should the online faculty evaluation begin and how
much time should students be given to complete the evaluation? Most of the online
evaluations in the literature started a few weeks before the �nal exam. However,
since student evaluations of faculty are fairly stable from mid term to the end of term
(Costin, 1968; Feldman, 1979), it is conceivable that the online evaluations could
start following mid term. Also, when students respond online, should they be
allowed only one attempt at the evaluation or should they be allowed multiple visits
to the same questionnaire so that they can either complete the survey or change their
previous answers? There is also the question of whether students should be allowed
to view the latest aggregate of the survey responses following their individual
responses. The web site could be programmed to provide these data to the students
as a response motivator, but supplying such results could be an invasion of the
professor’s privacy. A �nal question is whether a progress indicator should be used
on the survey web site. A progress indicator informs the respondent of the degree to
which the survey has been completed. Previous research on progress indicators has
produced mixed results. Crawford et al. (2001) found that a progress indicator
dampened the response rate to a web site survey that contained both structured and
open-ended items. However, the researchers provided anecdotal information that
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